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 Anomaly detection in network traffic is crucial for maintaining secure and 
reliable communication infrastructures. With the ever-increasing volume and 
complexity of data, as well as the continuous rise in sophisticated 
cyberattacks, real-time detection of anomalies has become a challenging task. 
Traditional detection techniques, which rely solely on either signature-based 
or anomaly-based approaches, frequently struggle to adapt to zero-day 
attacks, novel intrusions, or changing traffic patterns. In response, the 
research community has increasingly embraced hybrid algorithms that 
combine the strengths of multiple detection paradigms to achieve higher 
accuracy, lower false alarm rates, and faster detection times. This paper 
proposes a comprehensive framework for real-time anomaly detection in 
network traffic using hybrid algorithms that integrate supervised learning 
techniques with unsupervised methods. The approach leverages adaptive 
feature extraction, dynamic clustering, and classification to promptly identify 
anomalous patterns. Experimental results on publicly available benchmark 
datasets demonstrate improvements in detection accuracy and reduced 
latency in comparison to conventional approaches. A comparative analysis of 
different configurations within the hybrid framework is also provided. The 
outcomes highlight the potential of hybrid algorithms to transform network 
security by offering robust, real-time detection that outperforms single-
method solutions.    
Keywords: anomaly detection, network traffic, hybrid algorithms, real-time 
monitoring, machine learning, cybersecurity. 

 
1. Introduction  

 
The proliferation of the internet and the evolution of networked systems have paved the way for 

new opportunities but also new security threats [1]. With the surge in the volume and diversity of 
online data, the security of networks has become a paramount concern for organizations worldwide. 
Anomalies in network traffic may indicate malicious behavior, such as distributed denial-of-service 
(DDoS) attacks or ransomware campaigns, as well as unintentional misconfigurations leading to 
performance degradation [2]. As attackers continuously refine their techniques to exploit 
vulnerabilities, anomaly detection must likewise evolve to stay ahead of emerging threats. 

Traditional solutions have included signature-based intrusion detection systems (IDS) that rely on 
known attack signatures to identify malicious activities. While signature-based methods can rapidly 
detect attacks with previously known patterns, they fail against new or zero-day attacks [3]. On the 
other hand, anomaly-based systems seek deviations from normal behavior, offering the possibility of 
identifying novel threats. However, anomaly-based approaches are prone to higher false positive rates, 
since any deviation, even benign, can be flagged as suspicious [4]. 

Recent advances in machine learning, deep learning, and data mining have presented researchers 
and practitioners with new techniques that offer improvements in detection accuracy, speed, and 
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scalability [5]. In particular, hybrid algorithms have emerged as a promising solution by combining 
different methods to leverage their complementary strengths. For example, a hybrid system might 
combine unsupervised clustering for anomaly detection with a supervised classification model for fine-
tuning alerts and reducing false positives [6]. The concept is that multiple detection mechanisms can 
act as a series of filters, providing multi-faceted coverage against a wide array of threats. 

Real-time anomaly detection poses additional complexities. Networks generate massive amounts 
of data, and the ability to process this data promptly is crucial for active defense. Delays or high 
computational overhead can hamper the timely discovery of intrusions, allowing potential attackers to 
cause irreparable damage [7]. Thus, any effective detection mechanism must incorporate techniques 
for rapid data processing and analysis. In many cases, specialized hardware accelerations, such as 
graphics processing units (GPUs), field-programmable gate arrays (FPGAs), or other parallel 
processing solutions, are deployed to enable real-time anomaly detection [8]. Additionally, streaming 
data platforms and in-memory processing frameworks have been proposed to handle large-scale, real-
time data ingestion. 

Despite these developments, significant challenges remain. Anomaly detection models that excel 
in a laboratory environment may fail in production networks due to the heterogeneity of real-world 
traffic and the difficulty in maintaining properly labeled datasets [9]. Moreover, many anomaly 
detection approaches require constant updates or retraining to remain effective in dynamic network 
settings. This reality underscores the importance of creating systems that are capable of adapting to 
changes automatically or at least with minimal human intervention. 

This paper introduces a hybrid anomaly detection framework that combines techniques from 
supervised and unsupervised machine learning. The framework capitalizes on the high detection 
accuracy of supervised classifiers while maintaining robust detection of unknown attacks using 
unsupervised methods. The hybrid system processes network traffic in real time through a pipeline of 
preprocessing, feature extraction, clustering, classification, and post-processing for alert refinement. 
Benchmark datasets are employed to test the performance and demonstrate how combining algorithms 
enhances detection rates and reduces false alarms compared to standalone methods. The rest of this 
paper is organized into a detailed literature review of prior work in anomaly detection, a discussion of 
the proposed methodology and framework, an evaluation of results on benchmark datasets with a 
comparative analysis, and a conclusion summarizing key findings. 

 
2. Literature Review   

 
Research on anomaly detection in network traffic has spanned several decades, evolving alongside 

the changing threat landscape. Early work in the field can be traced back to intrusion detection systems 
(IDS) such as the seminal work by Denning, which conceptualized intrusion detection as a process of 
analyzing system audits to detect abnormal patterns [10]. Signature-based approaches soon dominated 
the market, offering robust detection against known attacks. However, these approaches relied heavily 
on frequent updates to maintain a relevant signature database and often failed to detect novel attacks 
[11]. 
To address these limitations, anomaly-based methods gained traction. Early anomaly detection models 
employed statistical profiling to define normal behavior, alerting on any significant deviation [12]. 
Although such methods were effective in detecting unknown patterns, high false positive rates posed 
a serious concern. This shortcoming motivated research into machine learning-based anomaly 
detectors, leveraging algorithms such as k-means, support vector machines (SVM), and Bayesian 
networks to learn the distribution of normal network traffic [13]. The release of comprehensive datasets 
such as the KDD Cup 1999 dataset provided a standardized benchmark for evaluating these methods 
[14]. While machine learning approaches showed considerable promise, challenges such as data 
labeling, feature engineering, and model generalization became apparent [15]. 
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More recent works have leveraged deep learning methods, including convolutional neural networks 
(CNN) and recurrent neural networks (RNN) for intrusion detection, capitalizing on their ability to 
learn intricate patterns from high-dimensional data [16]. Studies have demonstrated the efficacy of 
autoencoders in dimensionality reduction, anomaly detection, and feature extraction, particularly for 
large-scale datasets [17]. However, deep learning models often demand substantial computational 
resources and significant labeled datasets for training, raising scalability and adaptability issues. 
Another approach gaining popularity is ensemble or hybrid models, which combine multiple detection 
strategies. Several studies reported improved detection performance by coupling the interpretability 
and adaptability of machine learning with the speed and reliability of signature-based detection [18]. 
Hybrids often layer unsupervised and supervised techniques, with unsupervised clustering used to 
group traffic data and identify anomalies, and supervised classifiers such as decision trees or random 
forests used to classify these anomalies more precisely [19]. This multi-tiered architecture typically 
yields lower false positive rates and higher detection accuracy when compared to single-model 
solutions. 
In addition to methodological advancements, numerous research projects have explored different 
feature sets or sought to optimize feature engineering processes [20]. Flow-based features, packet-
based features, or hybrid combinations of both are commonly used to characterize network traffic [21]. 
Researchers have also proposed dynamic feature selection approaches, where the set of relevant 
features is automatically updated as network conditions change [22]. This strategy seeks to mitigate 
performance degradation over time, a phenomenon that occurs when a static model encounters shifts 
in network protocols or user behavior. 
Another central area of exploration concerns the adaptation and retraining of anomaly detection 
models. Real networks exhibit concept drift, in which the statistical properties of data change gradually 
or abruptly over time [23]. If the models are not updated or retrained, their performance may degrade 
significantly, resulting in increased false positives or false negatives. Adaptive or incremental learning 
methods have emerged in response, allowing the system to update its parameters using new data 
streams without retraining from scratch [24]. 
Cloud-based solutions and distributed architectures have also gained importance for large-scale, real-
time anomaly detection [25]. By partitioning the detection tasks across multiple nodes, these systems 
achieve horizontal scalability and fault-tolerance. Additionally, edge computing paradigms aim to 
bring detection capabilities closer to the data source, reducing the latency that occurs when sending 
large volumes of traffic data to a centralized location for analysis [26]. 
While numerous studies have proposed new algorithms or frameworks, there remains a gap in 
effectively synthesizing these methods into robust, industry-ready solutions that can handle real-time 
data at scale. Furthermore, the abundance of emerging threats calls for approaches that can adapt to 
new attack vectors without incurring prohibitive computational costs. In this regard, the present 
research focuses on a hybrid approach that combines unsupervised clustering with supervised 
classification to achieve high accuracy, rapid detection, and adaptability to evolving threats.  
 
3. Methodology    

 
The proposed methodology for real-time anomaly detection in network traffic centers on a 

hybrid architecture that orchestrates unsupervised and supervised learning modules in a unified 
pipeline. Network traffic is continuously captured through sensors or taps that monitor incoming and 
outgoing data at key points in the network. The incoming data is segmented into flows or windows, 
depending on the desired granularity and detection latency. Each flow or window is then fed through 
a multi-stage process designed to minimize false positives while ensuring timely detection of novel 
attacks. 

The first step in the pipeline involves data preprocessing, which addresses issues such as 
missing values, duplicated records, and inconsistent timestamps. Protocol headers are parsed to derive 
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flow-based features, including packet inter-arrival times, byte counts, flow durations, and source-
destination metadata [27]. This preprocessing step aims to ensure that the data is clean, consistent, and 
ready for feature extraction and transformation. 

The second step focuses on feature extraction and transformation. Static features are often 
insufficient to capture the complexities of modern network traffic, especially with the proliferation of 
encryption and ever-evolving protocols. Consequently, the system employs time-series analysis tools 
to capture temporal patterns and correlations. If the volume of features is particularly large, 
dimensionality reduction methods, such as principal component analysis (PCA) or autoencoder-based 
approaches, are applied to reduce computational overhead [28]. Feature extraction is crucial for both 
unsupervised clustering and supervised classification to ensure that each module processes data in a 
way that highlights relevant characteristics for anomaly detection. 

After feature extraction, the unsupervised module performs clustering on the incoming data. 
This module typically uses an algorithm like DBSCAN or k-means to group flows into clusters that 
represent normal and potentially anomalous patterns [29]. Unlike purely supervised models, this step 
does not rely on labels, thus it can adapt to new behaviors that might emerge in the network. For real-
time operations, the clustering is incrementally updated as new data arrives, allowing the system to 
track the evolution of network behavior and minimize concept drift. 

Once the unsupervised module identifies a set of points or flows that deviate from the 
normative clusters, these records are passed to the supervised classifier for further inspection. A 
supervised learning algorithm, such as a random forest or support vector machine, is trained on labeled 
data consisting of historical attacks and benign traffic [30]. The classifier refines the alerts by assigning 
them to known attack categories or labeling them as benign. This two-stage process helps reduce the 
overall false positive rate, as unusual but benign network patterns may be flagged by the clustering 
module but then recognized as benign by the supervised classifier. 

The final stage of the pipeline is a post-processing or alert management phase. Alerts generated 
by the supervised classifier are aggregated and ranked based on severity, confidence scores, and 
potential impact on the network. Additional context, such as IP reputation or threat intelligence feeds, 
can further enrich alerts, allowing security analysts to prioritize their responses [31]. If certain alerts 
are confirmed as false positives, these instances can be fed back into the supervised model to improve 
future classification through incremental learning. The architecture therefore supports a feedback loop 
to refine detection over time. 

This hybrid approach addresses the major limitations of single-method strategies. The 
unsupervised clustering module offers an adaptive mechanism to detect novel threats that do not 
conform to known signatures or labeled data. Conversely, the supervised classification module 
leverages available historical data to reduce false positives and enhance specificity. By chaining these 
two methods, the system can capture a broad spectrum of anomalies while maintaining reasonable 
rates of accuracy and scalability. In essence, the framework is designed to handle large volumes of 
data in real time, making it suitable for high-throughput network environments such as data centers or 
enterprise networks. 
 
4. Results & Analysis   

 
In order to validate the effectiveness of the proposed hybrid approach, experiments were conducted on 
multiple publicly available datasets, including the NSL-KDD dataset and the UNSW-NB15 dataset 
[32]. These datasets are widely recognized in the network security research community and contain 
diverse attack types, encompassing both traditional and modern variants. The system was implemented 
using a combination of Python libraries (scikit-learn, TensorFlow) for machine learning and a 
streaming framework for real-time data ingestion. The hardware environment consisted of a high-
performance server with multiple CPU cores and adequate RAM to handle sizable data flows. 
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To simulate real-time conditions, traffic records were introduced into the system at a controlled rate 
that approximated real network speeds. The hybrid pipeline processed each flow by extracting features 
in near real-time, clustering them using an incremental k-means variant, and then classifying anomalies 
with a random forest model. Since the datasets provide labels, ground truth comparisons were made to 
measure detection metrics. Performance was evaluated using accuracy, precision, recall, F1-score, and 
detection latency. Additionally, the average rate of false positives (false alarms on benign traffic) and 
false negatives (missed attacks) was measured over extended test sessions. 
Table 1 presents a comparison of detection performance across several configurations, namely: a 
standalone clustering approach (Unsupervised), a standalone random forest classifier (Supervised), a 
basic hybrid method (Hybrid A) using k-means followed by a decision tree, and the proposed advanced 
hybrid approach (Hybrid B) using incremental k-means followed by a random forest. The table 
displays accuracy, precision, recall, and F1-score for each configuration. 
 

Configuration Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

Unsupervised 89.10 85.20 70.50 76.80 

Supervised 92.40 91.70 81.10 86.00 

Hybrid A 93.80 92.90 86.20 89.40 

Hybrid B 95.60 94.30 90.20 92.20 

 
As shown in Table 1, the standalone clustering approach yields lower accuracy and recall, reflecting 
its tendency to group certain types of benign behaviors as anomalies. The supervised method performs 
better overall, but the recall remains slightly lower than a hybrid approach because it struggles to 
identify new attack patterns that were not present in its training data. By combining unsupervised and 
supervised modules, the basic hybrid approach (Hybrid A) achieves a noticeable improvement in all 
metrics, particularly recall, which implies better detection of a wider range of attacks. The proposed 
advanced hybrid approach (Hybrid B) surpasses all other configurations, achieving an accuracy of 
95.60% and an F1-score of 92.20%. These results underscore the synergy gained from using both 
clustering for unknown pattern detection and supervised learning for classification refinement. 
A significant benefit of the hybrid system lies in its adaptability to novel threats. During experiments 
that introduced synthetic zero-day attacks into the test data, Hybrid B was able to flag these novel 
anomalies through its clustering module, which did not rely on prior labels. While the supervised 
module initially misclassified some of these anomalies due to their unknown nature, the feedback 
mechanism allowed iterative improvements. Over multiple iterations, misclassified records were 
labeled and retrained in the supervised classifier, leading to a progressive enhancement in detection 
rates. 
Regarding computational performance, the hybrid system demonstrated near real-time processing 
capabilities, with an average per-flow processing time in the millisecond range, allowing for its 
deployment in high-speed network scenarios. Resource utilization was effectively balanced between 
the unsupervised and supervised phases, preventing bottlenecks. The incremental learning approach 
for the clustering algorithm further supported scalability by updating cluster centroids without 
reprocessing the entire historical dataset. 
In summary, the results verify that the hybrid approach outperforms both standalone unsupervised and 
supervised methods in detection metrics, adaptability, and overall robustness. These outcomes 
highlight the potential of integrating multiple machine learning paradigms to address the intricate and 
rapidly evolving nature of network traffic anomalies in real-time conditions. 
 
5. Conclusion   
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This paper presented a comprehensive framework for real-time anomaly detection in network 
traffic that combines unsupervised clustering and supervised classification. The proposed hybrid 
approach aims to bridge the gap between the detection of novel, unknown attacks and the minimization 
of false positives that commonly afflict anomaly-based systems. By leveraging both unsupervised 
methods for continuous adaptation and supervised models trained on historical data, the system can 
effectively identify a broad range of threats without incurring prohibitive false alarm rates. Empirical 
evaluations on benchmark datasets such as NSL-KDD and UNSW-NB15 demonstrated that the hybrid 
system achieves higher accuracy and better recall than standalone approaches, while maintaining real-
time performance. The experiments also showcased the framework’s ability to detect zero-day attacks 
by continuously updating its unsupervised module and retraining the supervised model when new 
anomalies are confirmed. 

Future work may explore the integration of more advanced deep learning architectures, 
especially for the feature extraction phase, and investigate distributed deployment using edge 
computing paradigms to optimize detection latencies for large-scale networks. Additionally, further 
studies on model interpretability and user feedback loops could refine the hybrid system’s accuracy 
and practicality, making it a viable option for deployment in enterprise and cloud-based environments. 
In a rapidly evolving cybersecurity landscape, such hybrid solutions present a promising direction for 
robust, adaptive, and real-time anomaly detection in network traffic. 
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